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**ABSTRACT**

Rare association rule is an association rule consisting of rare items. It is difficult to mine rare association rules with a single minimum support constraint because low minsup can result in generating too many rules in which some of them are uninteresting. In this paper ‘maximum constraint model’ which uses multiple minsup constraint has been proposed and extended to Apriori approach for mining frequent patterns. This model is efficient ,the Apriori-like approach raises performance problems. FP-growth like approach utilizes the prior knowledge provided by the user at the time of input and also discovers frequent patterns with good performance. The MCCFP-Growth approach which takes so much time during inserting Interesting and Non-Interesting Items. Hence, we propose Modified MCCFP-Growth will take less time because of only inserting Rare Interesting item with the Support Value is less than to its MSI Value. The Experimental result shows the processing time for overall process will be decreased and system will become efficient without affecting the number of rules generated. In future, there is improvement in Modified MCCFP-Growth in terms of Memory.
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**I. INTRODUCTION**

Data mining or knowledge discovery in databases represents techniques for discovering knowledge patterns hidden in large databases. Many data mining approaches are being used to extract interesting knowledge like association rule mining. Data mining is seen as an increasingly important tool by modern business to transform data into the business intelligence that giving the informational advantages(Agrawa. R. and Srikant. R., 1994). Data mining is currently used in the wide range of profiling practices, such as scientific discovery, marketing, fraud detection and surveillance(Rachna Somkumar,2012). Association rule mining is most important data technique which discovers interesting associations among the items in a dataset. An association rule is an expression of the form X→Y, where X, Y are itemsets. It shows the relationship between the items X and Y. and The fraction of transactions containing X also containing Y, i.e., P(Y|X)=P(X∪Y)/P(X) is called the confidence of the rule. and support (sup) of the rule is the fraction of the transactions that contain all items both in X and Y, i.e., sup(X→Y) = P(X∪Y) (R.Uday Kiran and P.krishna Reddy,2010).

A rare association rules refers to an association rule forming between either frequent and rare items that used for the knowledge in rare associations (Rakesh,Agrawal,Tomasz,Imielinski,ArundSwami,1993). Association rule mining technique is most used application of data mining in retail stores and even for business intelligence. Generation of association rules can be done after find the frequent patterns from the available dataset. Frequent patterns have the property of high support. User defines the minimum support criteria for the item to be frequent. If the itemset satisfy the minimum support criteria than and only than it can be there in frequent patterns. There exist some items with low support but that item have high confidence. Mining of this type of items is call rare itemset mining. In Minimum Constraint Model, each item is specified with a support constraint, called minimum item support(MIS). and in Maximum Constraint model pattern be a frequent and it must satisfy only the lowest MIS value among all items.

**II. RELATED WORKS**

**Apriori algorithm**

Apriori algorithm has been proposed in (Agrawal et al., 1993; Agrawal and Srikanth, 1994) for finding frequent itemsets. Apriori is used for learning association rules. It is designed to operate on databases containing transaction. It is more efficient during the candidate generation process(Agrawal. R. and Srikant. R., 1994). It uses the pruning techniques to avoid the measuring
certain itemsets, while guaranteeing completeness. There are two processes to find out all large itemsets from the database in apriori algorithm, one is the candidate itemsets are generated, after that the database is scanned to check actual support count of the each item is calculated and the large 1-itemsets are generated by pruning those itemsets whose support are below the predefine threshold. In each pass only the those candidate itemsets that include the same specified number of the items are generated and checked. The candidate k-itemsets are generated after the (k-1)th passes over the database by joining the frequent k-1 itemsets. All the candidate k-itemsets are pruned by check their sub (k-1)-itemsets, this k-itemsets candidate is pruned out because it has no hope to be frequent according the apriori property. This algorithm is based on iterative level wise search for frequent pattern generation. It uses a single minsup value for all levels to extract the frequent itemsets, so the algorithm generates all candidates itemsets in that level. A Candidate k-itemset is an itemset having ‘k’ number of items. A candidate k-itemset is said to be frequent if the support of the subset of candidate k-itemsets is greater than or equal to the user-specified minsup threshold. This algorithm is suitable for find out the frequent itemsets and not the rare itemsets (R.Uday Kiran and P.krishna Reddy, 2010).

Maximum Constraint Based Conditional Frequent Pattern-Growth (MCCFP-Growth)

Here the Fig.1 shows all transactional dataset Tran and items with MIS values as an input parameters. Using the items MIS values as prior knowledge and discovers frequent patterns with a single scan on the transactional dataset. The steps for this approach is as follows: (1) Constructing of a tree, called MIS-tree. (2) Generating compact MIS-tree from MIS-tree. (3) Mining compact MIS-tree using conditional pattern bases to discover complete set of frequent patterns.

MSApriori algorithm

In the MSApriori algorithm, it is an extension of Apriori algorithm so it is called MSApriori algorithm and it has been proposed in (Liu et al., 1999) which attempts to discover frequent itemsets involving rare items. This algorithm assigns a minsup value known as MIS for each item and frequent itemsets are generated if an itemset satisfies the lowest MIS value among the respective items. Using this method derives the MIS values for items based on their support percentage. Here frequent items are assigned with a higher MIS value whereas rare items are assigned with a lower MIS value. So, MSApriori algorithm having rare itemset problem (R.Uday Kiran and P.krishna Reddy, 2010).

Structure of MIS-tree: It consist of two components: (1) MIS-list and (2) Prefix-tree. The MIS-list is a list having three fields item name, frequency, (S), minimum item support (MIS). so, the structure of the prefix-tree is same as FP-tree. Using the transactional dataset which is shown in fig.1(a), given MIS values for the items Bread, Ball, Pen, Jam, Bat, pillow and Bed be 4, 4, 3, 3, 3, 2 and 2 respectively (Ya-han Hu and Yen-Liang Chen, 2004), (R.Uday Kiran and P.Krishna Reddy, 2009).

1. Construction of MIS-tree

First of all you have to arrange all items in descending order of with respect to their MIS values. after that sorted list of items L.={Bread, Ball, Pen, Jam, Bat,
Pillow, Bed). In the L order, insert each item into the MIS-list with \( f=0 \) and MIS is equivalent to their respective MIS values.

For creating the prefix-tree, first we have to create a root node and label it as “null”. The MIS-tree created before scanning the transactional dataset is shown in fig.2(a). The first transaction “1:”Bread, Jam” containing two items in the transactional dataset is scanned in L order, i.e., {Bread, Jam}, and their frequencies are updated by 1 in the MIS-list. For this transaction, in L order, a branch is created in the prefix-tree as in FP-growth. The updated MIS-tree after scanning first transaction is shown in figure2(b). Every transaction is scanned and MIS-tree is updated. The updated MIS-tree after scanning every transaction is shown in Figure2(c). For tree traversal, node links are maintained as in FP-tree.

**Deriving Compact MIS-tree**

During the downward closure property, items which have support less than their respective MIS values cannot generate any frequent pattern. So, such items can be pruned from the MIS-tree so that it is compact.

![Fig. 2 : Construction of compact MIS-tree. (a)MIS-tree before scanning the transactional dataset (b)MIS-tree after scanning first transaction (c)MIS-tree after scanning every transaction (d)MIS-tree after pruning item’Pen’(e)compact MIS-tree derived after tree-merging operation. (R.Uday Kiran and Polepalli Krishna Reddy,2012)](image)

In the step of Mining of frequent patterns from the compact MIS-tree is same as the mining of frequent patterns from the FP-tree. The difference is that MIS value of the prefix-item or pattern from conditional pattern base of a suffix pattern is used as minsup. So, mining the frequent patterns in compact MIS-tree is similar as fp-tree.

Compact MIS-tree is shown in Fig.2(e) for mining the patterns is shown in Fig.3. Suppose we take path <Ball, Pillow, Bed:2>. We choosing Bed as a suffix, and its corresponding path is <Ball, Pillow:2>. Ball is not concluded because its support is less than their respective MIS value.

![Fig. 3 : Mining Frequent patterns using conditional pattern bases(R.Uday Kiran and Polepalli Krishna Reddy,2012).](image)

**III. LIMITATIONS OF MCCFP-GROWTH**

Current system is using the FP-tree based approach to solve the problem. When they first create the tree at that time whole data is loaded into the memory. And after that we need to remove the non-interesting items by pruning the tree. Thus even if the dataset is sparse algorithm will take more time because of pruning will take more time. If dataset is dense then initially we require more memory to construct the tree which contains whole dataset. Thus there is scope of improvement in the algorithms in terms of time and memory both.

**IV. MODIFIED MCCFP-GROWTH**

The ‘rare itemset problem’ is solved using two different constrained models. First is ‘minimum constrained model’ and second is ‘maximum constrained model’. Maximum constrained model satisfy the downward closure property and that is the reason why it is of user’s interest. We focused on to use the ‘maximum constrained problem’. There exist so many approaches to address this problem. But our interest is in approach used in (Sidney Tsang, Yun Sing Koh and Gillian Dobbie...
, 2013) because of its compact data structure and less time consumption while running.

Using the same approach as used in base paper. But there is a scope of improvement in the MCCFP-Growth algorithm. According to the algorithm proposed in base paper first it calculates the frequency of each and every item to calculate its MIS-value based on the equation (1). After calculating the MIS-value for all items it start building the tree using the MIS-tree algorithm. But as we have the support count of all the items we can eliminate the items which are having support count less than the calculated MIS-value before inserting the itemset in a MIS-Tree.

So we can find the items which only can be considered as rare interesting items. Thus there is no need to insert the items which are not included in the rare interesting item. Thus by just giving only rare interesting items in the input while creating the MIS-Tree we need not to perform the step of : (a) Removing items with counts less than MIS-value and Need not to prune the tree.

The advantages of proposed approach is it Takes less time because of tree pruning step is not needed and it Takes less amount of memory when constructing the MIS-tree.

Flow of Existing System and proposed System

<table>
<thead>
<tr>
<th>Alg. of MCCFP-Growth</th>
<th>Alg. of Modified MCCFP-Growth</th>
</tr>
</thead>
<tbody>
<tr>
<td>Step 1: Calculate the support count of all items in dataset D.</td>
<td>Step 1: Scan the dataset to calculate the frequency and MIS-value of each item.</td>
</tr>
<tr>
<td>Step 2: Calculate the MIS-value for all the items in dataset D.</td>
<td>Step 2: Scan the dataset to calculate the frequency.</td>
</tr>
<tr>
<td>Step 3: Construct the MIS-tree using the algorithm MIS-tree</td>
<td>Step 3: To calculate the frequency and MIS-value of each item.</td>
</tr>
<tr>
<td>Step 4: Remove non interesting items based on the support count and calculated MIS-value.</td>
<td>Step 4: Construction of Compact MIS-Tree with only rare interesting item which has count is MIS-value.</td>
</tr>
<tr>
<td>Step 5: Prune the MIS-tree.</td>
<td>Step 5: Mine Frequent Patterns from Compact MIS-Tree.</td>
</tr>
<tr>
<td>Step 6: Derive Compact MIS-tree</td>
<td>Step 6: Create the rules based on the generated patterns.</td>
</tr>
<tr>
<td>Step 7: Mine frequent patterns from Compact MIS-tree</td>
<td></td>
</tr>
</tbody>
</table>

V. RESULTS AND EVALUATION

A. Advantages Using modified MCCFP-Growth during the experimental result even for the dense and sparse dataset the algorithm is taking less time. The MCCFP-Growth (Maximum Constraint Based Conditional Frequent Pattern-Growth) also consider the Interesting and Non-Interesting items while constructing the tree.

B. The modified MCCFP-Growth algorithm will consider only the Rare Interesting items while constructing the tree from the dataset. During constructing tree, modified MCCFP-Growth algorithm discards or Prune those items which have support value is less than to its MIS value, i.e. non-interesting item. Thus the tree, which takes so much time, will be avoided. As a result the processing time for overall process will be decreased and the system will become more efficient without affecting the number of rules generated.

C. Sparse and dense dataset are used for taking execution time.

VI. CONCLUSIONS

This paper provides brief introduction about the algorithms which is used in the area of rare association mining. From the entire available algorithm only focused on the maximum constraint based algorithm. Due to the existence of only an apriori-like approach, mining rare association rules or frequent patterns using this algorithm raises performance problems. Using modified MCCFP-Growth the processing time for overall process will be decreased and the system will become more efficient without affecting the number of rules generated. The result even for the dense (chess,mushroom) and sparse(T10I4D100K,retail) like dataset the modified MCCFP-Growth is taking less time as compare to MCCFP-Growth. The MCCFP-Growth (Maximum Constraint Based Conditional Frequent Pattern-Growth) also consider the Interesting and Non-Interesting items while constructing the tree.

The modified MCCFP-Growth algorithm will consider only the Rare Interesting items while constructing the tree from the dataset. During constructing tree, modified MCCFP-Growth algorithm discards or Prune those items which have support value is less than to its MIS value, i.e. non-interesting item. Thus the tree, which takes so much time, will be avoided. As a result the processing time for overall process will be decreased and the system will become more efficient without affecting the number of rules generated.
In future, improve the algorithm that is MCCFP-Growth in terms of memory with the help of empirical analysis.
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